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Introduction

Contributions

MubyNet - Overview

3D Pose Decoding and Shape Estimation

Deep Volume Encoding (2d/3d)
ÅAssociatea slicein the volumeto eachoneof the╝ joint components.

ÅEncodeeach3d skeleton▒
▬
ȟof a person▬, by writing its componentsin the correspondingslices,but only for spatial

locationswithin the imageprojectionof the skeleton.

We presentMubyNet: a multitask,bottom up systemfor the integratedlocalization,
3d poseandshapeestimationof multiple peoplein monocularimages.

VNovel encoding for 3d pose estimation of multiple people.

VLearn pairwise scoring functions from 2d and 3d information.

VGroup body structures into 3d human skeleton hypotheses under kinematic tree 
constraints.

VState-of-the-art results on single and multiple people 3d datasets.

ÅGivenanimage╘, the processingstagesareasfollows:

üDeepFeatureExtractorcomputesimagefeatures╜Ȣ

üDeepVolumeEncodingregresses2d and3d poseinformationvolumes,╥.

üLimbScoringcollectsall possiblekinematicconnectionsbetween2d detected
jointsandpredictscorrespondingscores╬Ȣ

üSkeletonGrouping assembleslimbs into skeletons,╥
▬

by solving a binary
integerlinearprogram.

ü3D PoseDecoding& ShapeEstimationproducesthe 3d poseand shape▒
▬

,

—ȟ‍ .

ÅMultitasklossesconstrainthe output of the network.

Experimental Results

Mean per joint 3d position error (in mm) on the Human3.6M dataset.

Overview of MubyNet.

(a) Detailedviewof a singlestage◄of our multi-stageDeepVolumeEncoding(2d/3d) module.

Å The image features╜ , together with predictionsfrom the previousstage,╜◄ and╜◄ , are used to refine the
current representations╜◄ and╜◄ .

Å Themulti-stagemoduleoutputs╥, whichrepresentsthe concatenationof╜ ,╜ ▀ В◄╜
◄ and╜ ▀ В◄╜

◄ .

(b) Detailedviewof the 3DPoseDecoding& ShapeEstimationmodule.

Å Giventhe estimatedvolumeencoding╥, andthe personpartitions╥
▬
, we decodethe 3d pose▒

▬
.

Å Werecoverthe modelposeandshapeparameters —ȟ‍ usinganauto-encoder.

Method A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 Mean

DMHS 60 56 68 64 78 67 68 106 119 77 85 64 57 78 62 73

Zanfiret al. 54 54 63 59 72 61 68 101 109 74 81 62 55 75 60 69

MubyNet 49 47 51 52 60 56 56 82 94 64 69 61 48 66 49 60

Method MPJPE(mm)

DMHS 63.35

MubyNet 59.31

MubyNet Attention 58.40

Method Haggling Mafia Ultimatim Pizza Mean

DMHS 217.9 187.3 193.6 221.3 203.4

Zanfiret al. 140.0 165.9 150.7 156.0 153.4

MubyNet 141.4 152.3 145.0 162.5 150.3

MubyNet
Fine-Tuned

72.4 78.8 66.8 94.3 72.1

Examples of pose and shape reconstructions produced by MubyNet.

(Left) Human 80K. Our method obtains state-of-the art results. Adding an attention mechanism for decoding 3d information, further improves 
the performance. (Right) CMU Panoptic dataset. Our method performs better than previous works even when using only 3d supervision from 
Human80K Fine-tuning on the CMU Panoptic dataset drastically reduces the error.

The volume encoding of multiple 3d ground truth skeletons in a scene.


